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ABSTRACT 

      Today, the world is filled with data like Oxygen. The amount of data being harvested and eaten up 

is flourishing vigorously in the digital world. The growing exploitation of companies that leads to the 

generation of huge quantities of data which can bring remarkable information if it is analysed 

properly. Organizations tries to reduce manufacturing cost by reducing design errors. Among the 

designs is database design. Organizations may undergo for analysis of predicting error in data 

modelling to have better decisions. Thus, data analytics is being paid attention in many companies in 

recent times. For finding the concealed values from preventing errors, each company requires new 

schemes or strategies. Predictive analytics comprises of several statistical and analytical techniques 

for developing strategies for predictions. Therefore, predicting performance becomes vital when an 

essential quantity of highly sensitive data must be handled. Based on the perceived events, future 

probabilities and measures are predicted. With the aid of available data mining techniques, predictive 

analytics predicts the events in future and can make as recommendations. Decision Trees(J48) has 

been used to develop a predictive model of modelling error in reducing turnover through database 

analysis. The analysis of the results in this study has been based on experimental results. The results 

show that Decision Trees performed well in terms of accuracy of predicting error. It is envisaged that 

knowledge that is gained from this study will aid decision makers in manufacturing strategic 

planning. 

 

Keyword: data mining, decision tree (J48), Manufacturing strategic planning, modelling expertise 

framework (MEF) 

 
I. INTRODUCTION 

Researchers seek to study various methods in reducing design errors, such as database design because 

of the high cost of software and the high cost of employment to maintain errors is estimated to be 

between tens of millions of dollars per year (C. Kop, 2009). Forty-five to sixty-five percent of all 

errors or errors are made during design (Dedrick, 2017). The cost of correcting errors in development 

is proportional to the amount of time and the amount of errors that exist in the process. Savings are 

expected to increase between one and two magnitudes when an error is successfully detected and 

corrected near the moment of its creation point, rather than at the stage of execution (Dedrick, 2017).  

Therefore, it is important to remove errors at the beginning of the design phase, for example 

during concept design. Before we can eliminate such errors, it is constructive to identify and analyze 

them, so that engineers and analysts understand the errors that are accidentally generated by the 

designer and understand why they occur. This research examines the expertise of database modelers 

as well as their impact on errors made in conceptual database design. Due to the significant cost of 

errors, previous research has looked at the impact or impact of various factors that cause design errors 
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such as issues in needs analysis, representation selection and Base methods, issues in application 

domains, and designer backgrounds (Dutta, 2009).  

Arguably, some types of errors will be harder to avoid, such as errors caused by changes in 

user requirements. The attention of this study is on the error that can be attributed to the lack of 

expertise of Base. The meaning of expertise in this report is the level of knowledge and achievement 

of skills in the formalism of the conceptual Base (i.e. the Entity Relationship Model) required to 

construct a scheme effectively. Studying the impact and impact of Base skills or expertise is important 

for a few reasons. Among them is to show the relationship or often also called as a predictor (sign) 

between the level of expertise Base and error. If it can be shown in an analytical, then steps can be 

taken to improve the quality. 

This study focuses on a scenario involving a real-world enterprise with the scope of this study 

covering employees aged between 20 to 39 years who contributed to the high error in an international 

enterprise in Negeri Sembilan, Malaysia. This study uses a measurement scale based on the actual 

data of the enterprise that is difficult. Reliability and validity tests are used to ensure the reliability of 

the data. 

It is necessary to understand the causative factors of the type of error to support the action to 

prevent it from recurring with the main goal of reducing the number of errors. Unlike some other 

factors (e.g., Base techniques), Base expertise factors are unpopular and rarely researched by previous 

researchers as a major cause of design errors (P. Suraweera, 2002). Since expertise is a factor that can 

be influenced or changed through training (P. Suraweera, 2002), when combined with a detailed 

breakdown of error classes, this research will be able to prove empirically, that different training 

properties are required for different levels of expertise. This motivates researchers to research further 

to clarify errors and find ways to predict them and reduce them from recurring. 

MEF (Modeling Expertise Framework) allows us to predict the type of error in a conceptual 

Base when the level of expertise is known. Experiment that designed to evaluate the framework to 

validate its validity. The study also developed algorithms to validate conceptual test schemes, with a 

solution scheme based on a subtle error classification to identify errors and analyze violations 

appropriate to each level of Bloom's Taxonomic Error (RBT) expertise. 

 To keep this report simple but complete, this study presents a report on the relationship of 

interactions. A complete group of ER constructs has been reported many times and this report will 

discuss ER constructs in general. 

 

II. LITERATURE REVIEW 

A. Overview of Modeling Expertise Framework (MEF) 

Conceptual databases are known to be an important part of database development. Few studies have 

sought to find the underlying cause of cognitive challenges or errors made during this stage. Using the 

Modeling Expertise Framework (MEF) which uses base expertise to predict errors based on a revised 

Bloom (RBT) taxonomy. The use of RBT is in providing a classification of cognitive processes that 

can be applied to knowledge activities such as conceptual bases. MEFs can be used to map conceptual 

base tasks to different levels of cognitive complexity and classify current levels of modeling expertise. 

Experimental exercises confirm error predictions. This provides an understanding of why beginners 

can handle entity classes and identify binary relationships easily but find other components. 

The MEF consists of three stages: 

i) Early exploration, 

ii) model identification and exploration, 

iii) dissemination (application of models to new data to generate predictions).  

 

Stage 1: Early exploration 
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Usually this stage begins with the preparation of data consisting of selecting a subset of data, filtering 

to bring the correct data to a controlled range depending on the method under consideration. 

 

Stage 2: Model Introduction and Exploration 

 

This stage involves selecting the best model based on their predictive performance. This also involves 

model validation that requires model training on data and data analysis. 

 

Stage 3: Dissemination 

 

This is the last stage which involves selecting the model at the previous level as best as possible and 

applying it to the new data to generate a prediction of the result. The successful implementation of 

this technique requires a methodology built on best practices. This will be discussed further in the 

section on the tasks performed. 

B. Application of Forecasting Analysis Through Data Mining  

Customer Relationship Management (CRM) - Analytical CRM is one of the most used 

forecasting analysis applications at present. Forecasting analysis under this field is applied to 

customer data to pursue and achieve the CRM objectives specified for the organization. CRM uses 

this analysis in applications to increase sales, marketing, and campaign targets (Bidisha Lahkar Das, 

2013) (Jagun, 2015). This not only affects business growth, but also makes business customers 

eccentric by expanding the foundation for customer satisfaction (Gupta, 2010). 

Child Protection - Child abuse is a serious error and child protection is highly sought after in 

any country (Gupta, 2010). Several child welfare organizations have used predictive analysis to 

identify high-risk cases of child abuse (Bass, 2018). Predictive models help in identifying from 

medical records, cases that may be under child abuse criteria. This approach is referred to as 

“innovative” by the Commission for the Elimination of Child Abuse and Neglect of Death (CECANF) 

(R.M. Felder, 2015). Using predictive analysis, crimes related to child abuse have been identified at 

an early stage to prevent further harm (Adeyemo, A., & Orialo, 2010). 

C. Prediction in Database 

Forecast base is a process that uses data mining to predict outcomes. Each model consists of 

several predictors, which are variables that tend to affect future outcomes. (B. Boehm & V.R. Basili 

2001) After data were collected for relevant predictors, statistical models were formulated. Goals The 

database has the most direct application with powerful forecasting techniques. Automatic prospective 

analysis offered by mobile data mining goes beyond special analysis of decision support systems. 

They search the database to find predictive information that may have been missed by beginners 

because it was beyond their expectations (B. Boehm & V.R. Basili 2001) 

Predictions in research fulfill one of the basic desires of humanity, which is to see the future. 

This prediction continues after the hypothesis to produce what will happen in the future (S. Dreyfus 

1980). Massad et al. (2005) put forward two components to make predictions; the first is the forecast 

and the second projection. Prediction is quantitative to predict what might happen and projection is an 

attempt to describe what will happen to a hypothesis. 

III. RESEARCH MODEL  
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To achieve the purpose of this research, several key phases have been followed, these phases 

are further divided into several steps. In the first phase, theoretical study and literature review in 

which analytical and predictive techniques were investigated. This has been presented in chapter 2. 

The second phase is the application process which involves two main parts, the application of 

association rules and the decision tree using the WEKA analytical tool kit on the data set. The next 

sub-section describes this phase and highlights the key processes for producing a model. In the final 

phase, this study evaluates  

the performance of this study model in terms of accuracy in forecasting. This is followed by the 

results of the experiments presented in chapter 4 and finally the summary and conclusions in chapter 

5. 

A. Appropriateness Identification Techniques Used to Produce a Proposed Model 

This phase begins with identifying the most relevant work. This focuses on understanding 

data mining and its applications for predicting errors in Databases in participating Companies. This is 

achieved by studying the latest forecast analysis to identify the predictive factors and accuracy of the 

current approach that drives us to conduct data mining methods and techniques and to predict errors in 

the Database. This is mining association rules and decisions (Agrawal et al 1999, WEKA, 2011). 

There are so many options, tasks, techniques, tools, formats, and approaches to data mining 

that industrial engineers find it very difficult to plan and execute a project. Although methodologies 

are already in place, they are designed for specific software packages. Most of these methodologies 

use traditional statistical approaches. It is not yet clear that this approach to data mining is sufficient 

to obtain the large amount of data required for 24 industrial engineering applications. Therefore, data 

mining methodologies to meet the specific needs of industrial engineering are essential. Such a 

methodology should assist industrial engineers in selecting appropriate data mining tools and 

implementing data mining projects from a system perspective. A description of the process in 

achieving the purpose of predicting errors is presented. 

IV. METHODS: PARTICIPANTS AND DATA COLLECTION 

Demographic data used in this research work has been used in previous studies (Long and 

Bakar, 2011, Mousavi et al, 2013) collected from the Selangor state public works department 

combined with data from participating companies and has been presented to this study by the author. 

The data contains 10000 fields with 12 attributes. However, the data set is not complete, so this data is 

cleaned, normalized, attributes are selected and reduced and finally compiled into a suitable form for 

the data mining process. 

All other variables are accurately categorized to accommodate all available information as 

shown in the Table below. 8 attributes selected from the original data; extraction is done carefully to 

avoid incomplete records. Selected attributes include Year, month, date, Start Time Machine, area, 

Machine Name, Material ID, Machine and Flag. For this study, the data combined with the data 

obtained from the participating companies located in Negeri Sembilan makes the total attributes to 12 

to compile a model that quality. 

V. RESULTS & DISCUSSION  

Such a classifier will achieve an accuracy of 99.9%. Thus, this study will never predict errors, 

but the accuracy of the model is still very high. Therefore, for some specific problems, models with 

low accuracy, for example at 30% may do a better job than the exact 99.9%. Moreover, accuracy 
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differences may occur either measured on representative samples or with samples that are not 

completely balanced. 

Experiment 2 is to test the accuracy value of the data from experiment 1. The purpose is to 

determine the machine that is causing the error in the database. Once a conclusion is made, a table 

will be built where it contains a summary of the results of Experiments 1 and 2. 

Take the machine damage prediction as an example. This assessment technique is about 

positive positives, false positives, true negatives, and false negatives. These parameters are test results 

with historical data and failure detection and prediction maintenance approach approaches. For 

example, accuracy is defined as given values, we can calculate the probability of an error in which we 

break out as follows: 

Where tp is positive positive, tn is negative, fp is false positive and fn is false negative. In 

recent literature, the most widely used metrics in the detection and prediction of maintenance failure 

types are accuracy, precision, mean square error and absolute mean percentage of errors. This 

assertion also applies to the detection of failure types and maintenance application predictions 

J48 algorithm was chosen as the best algorithm for this research because it takes less than 0.19 

seconds to model. According to (Mohamed et al, 2012) J48 is a good decision-making tree produce 

good results. This algorithm produces a simple tree structure with high accuracy in terms of 

classification rate. Pruning method or Pruning method is used to reduce the complexity of the tree 

structure without lowering the classification accuracy. While drawing conclusions about tree decision 

tree algorithms, this study builds a predictive model that varies confidence factors 0.1 and 0.5 to 

produce the best possible algorithm. Test of the experiment will show as per below. 

 

Experiment 1 
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Experiment 2 

 

B. Techniques Used to Produce a Proposed Model 

 

Researchers developed a model based on data mining technology, this technique is used to capture the 

art and science of predictive analysis. The concept of decision tree (Decision Tree) was used to 

produce the proposed model and implemented in the Waikato Environment for Knowledge Analysis 

(WEKA). Several tests are performed to produce methods and reasons that produce the best prediction 

accuracy. 

 

VI. CONCLUSION 

 
To achieve the goals and objectives, the researcher laid the theoretical basis for the research 

work through a large enough literature review to find out what has been done in the field, problems 

and solutions by most researchers; other parameters that have been validated in previous works are 

also considered. Native demographic data related to performance through database analysis were 

obtained from participating companies. Researchers have developed a model based on data mining 

technology, this technique will be used to conquer the art and science of predictive analysis. Decision 

Tree (J48) and the concept of split percentage are used to produce the model proposed and 

implemented in the Waikato Environment for Knowledge Analysis (WEKA). There are several tests 

performed to produce the correct algorithm where it produces the best prediction accuracy as well.  

However, research paves the way for future research to use additional important inputs, data sets and 

larger attributes. As can be seen in the work of this project, the model is unable to spend all the 

existing rules to adapt to all current world phenomena and as a result, systems for updated rules are 

used when needed and can be put together for more accurate predictions in specific areas where errors 

more likely. 
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